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Noisy data is clean data + noise



Noisy data is clean data + noise



We want to predict 



You need a prior
Prior: nearby pixels are similar

Denoising strategy: local averaging
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Denoising strategy: local averaging



You need a prior
Prior: nearby pixels are similar, edges exist

Denoising strategy: local medians



You need a prior
Prior: nearby patches may be similar, corners exist

Denoising strategy: NL-means



You need a prior
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Denoising strategy: NL-means



You need a prior
Prior: nearby patches may be similar, corners exist

Denoising strategy: NL-means



Aside: astronauts and models



You need a prior
Prior: x is sparse in some basis (wavelet, fourier)

Denoising strategy: shrinkage in that basis



You need a prior
Prior: x is in the output of a neural net, G

Denoising strategy: 



You need a prior
Prior: neural nets learn structured before noise

Denoising strategy: Deep Image Prior. 



Autoencoders
Prior: signal is the “low-complexity” part



(Variational) Autoencoder
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Test

enc dec



Denoising Autoencoder
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Denoising Autoencoder
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UNet



Reconstruction from downsampling (CARE)
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Reconstruction from downsampling (CARE)
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noise2noise
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Independent noise in two 
measurements of each 
sample.








