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What is associative memory”
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Standard
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Pattern recognition with DAM
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g(x) = tanh(x)
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Main question:
What kind of
representation of the
data has the neural
network learned?




—eatures vs. prototypes in psychology
and neuroscience
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Feature to prototype transition
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Feature to prototype transition
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Duality with feed-forward nets
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Duality rule:
f(z) = F'(z)
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Commonly used activation functions
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Question:

Are there any tasks for
which models with higher
order interactions perform

better than models with

quadratic interactions?




Adversarial Inputs
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Adversarial Deformations in DAM
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Question:

Can we use Dense
Assoclative Memories
for classification of high
resolution images”?
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Adversarial Inputs in the Image Domain
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made with ReLU
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Error rate of misclassification
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Results on ImageNet
Accuracy: 69%

Model T PredL:662 TruelL:662 suspension bridge PredL:840 TrueL:840

lorikeet PredL:91 TrueL:91 dowitcher PredL:143 TruelL:143 ¥ "
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ImageNet errors

moving van PredL:676 TruelL:735

guillotine PredL:584 TruelL:443

1

police van, police wagon,
paddy wagon, patrol wagon,
wagon, black Maria

bell cote, bell cot




f Physics

Dense Associative Memories

Computer
Science

Psychology
\ Neuroscience

4

No Adversarial

N




