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														SchemaAc	

•  Approach	for	solving	Markov	Decision	Process	
•  Agent	interacts	with	environment	
– Takes	acAons	to	move	from	one	state	to	another	
–  Is	rewarded	or	penalized	during	the	process.	

•  Example,	grid	world	



														NotaAon	

If	there	exists	an	opAmal						,	can	similarly	define	cumulaAve	regret.		



•  Value,	Q-value	iteraAon	
– Define	value,	V(s),	of	state	or	Q(s,a)	
of	state	and	acAon	based	on	
opAmal	acAon	from	that	
state(acAon)	unAl	end.	Easy	to	do	
when	horizon,	T	is	small.	

–  Iterate	in	size	of	T	
•  Policy	iteraAon	
–  Similar,	don’t	use	opAmal	policy,	
iteraAvely	improve	policy.	

•  Good	for	gridworld	bad	for	Atari	

														Strategies	



DQN	

•  For	large	sized	games,	can’t	use	exact	
iteraAon.	

•  Instead	model	Q	parametrically	Q(θ).	Why	not	
make	this	a	deep	neural-net?	
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Trajectory	Dependence	

•  Use	LSTM	to	retain	informaAon	
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1611.05763	Idea	

•  Train	LSTM	to	learn	structure	dependent	policies:	

Some	Examples	



1611.05763	Training	

•  Fix	MDP	distribuAon	D:	
– Sample	from	D,	run	for	Ame	T	
– Repeat	many	Ames	

•  Details	were	varied	slightly	depending	on	D	
•  Main	Point:	Agent	gets	good	at	all	tasks	from	
D,	not	just	a	parAcular	instance.	



1611.05763	Bandit	Tasks	

•  Two	armed	bandit,	each	arm	has	probability	pi	
to	pay	out	1,	otherwise	gives	0.	

•  Two	armed	bandit,	correlated	arms	p1	=	1-p2	
•  Deferred	graAficaAon:	
– Among	11	arms	1	random	arm	gives	high	reward,	
9	give	low,	arm	11	encodes	which	is	high,	but	
gives	low	payout	

•  Goosed	up	bandit	with	images	



1611.05763	Results	
Figure	2:	Performance	on	independent-	
and	correlated-arm	bandits.	We	report	
performance	as	the	cumulaAve	expected	
regret	RT	for	150	test	episodes,	averaged	
over	the	top	5	hyperparameters	for	each	
agent-task	configuraAon,	where	the	top	5	
was	determined	based	on	performance	
on	a	separate	set	of	150	test	episodes.	(a)	
LSTM	A2C	trained	and	evaluated	on	
bandits	with	independent	arms	
(distribuAon	Di;	see	text),	and	compared	
with	theoreAcally	opAmal	models.	(b)	A	
single	agent	playing	the	medium	difficulty	
task	with	distribuAon	Dm.	SubopAmal	
arm	pulls	over	trials	are	depicted	for	300	
episodes.	(c)	LSTM	A2C	trained	and	
evaluated	on	bandits	with	dependent	
uniform	arms	(distribuAon	Du),	(d)	
trained	on	medium	bandit	tasks	(Dm)	and	
tested	on	easy	(De),	and	(e)	trained	on	
medium	(Dm)	and	tested	on	hard	task	
(Dh).	(f)	CumulaAve	regret	for	all	possible	
combinaAons	of	training	and	tesAng	
environments	(Di,	Du,	De,	Dm,	Dh).	



1611.05763	Deferred	GraAficaAon		



Goosed	Bandit	

Figure	6:	Learning	abstract	task	structure	in	visually	rich	3D	environment.	a-c)	Example	of	a	single	trial,	
beginning	with	a	central	fixaAon,	followed	by	two	images	with	random	lee-right	placement.	d)	Average	
performance	(measured	in	average	reward	per	trial)	of	top	40	out	of	100	seeds	during	training.	Maximum	
expected	performance	is	indicated	with	black	dashed	line.	e)	Performance	at	episode	100,000	for	100	random	seeds,	
in	decreasing	order	of	performance.	f)	Probability	of	selecAng	the	rewarded	image,	as	a	funcAon	of	trial	number	for	a	
single	A3C	stacked	LSTM	agent	for	a	range	of	training	duraAons	(episodes	per	thread,	32	threads).	



1611.02779	Training	Structure	

•  Use	GRUs	instead	of	LSTMs,	also	sample	
broader	classes	of	problems.		

	
•  “The	objecAve	is	to	maximize	the	…	reward...	
over	a	single	trial”	–	odd	wording,	over	each,	or	mulAple.	

•  Slightly	different	use	of	episode	between	two	papers,	trial	here	=	episode	there	



1611.	02779	Bandit	Results	



1611.	02779	Maze	Task	

r	=	+1	for	reaching	target,	-0.001	for	wall	hit,	and	-0.04	per	Ame	
step	



1611.	02779	Maze	Results	

Videos	



Comments	

•  The	previous	learning	to	learn	is	a	special	case	
of	this.	
– Think	of	gradient	decent	as	agent	moving	in	a	
potenAal:	state	is	posiAon	and	cost,	acAon	is	
move	in	any	direcAon	any	amount,	reward	is	cost	
decrease.		

•  DQN	alone	already	accomplishes	some	of	this.	
– Ex	think	of	each	frame	of	atari	as	new	draw	
– Seaquest	agent	displays	delayed	graAficaAon	for	
instance	


